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Abstract

Some developments in the analysis of structural change models are presented to explore the

empirical evidence of the instability by uncovering structural breaks in some U.S. time series.

Indeed, the unstable series may be subjected to a meticulous examination allowing to determine

changes present in their structure. To that effect, we pursue a methodology composed of different

steps and we propose a modelling strategy so as to detect the break dates that can exist in the series.

Once the breaks are selected, we attempt to find economic explanations showing why in the chosen

dates there are changes in the series. The results indicate that the time series relations have been

altered by various important facts and international economic events such as the two Oil-Price

Shocks and changes in the International Monetary System. They also show that the presence of high

correlation in the data greatly affects the estimation precision of some procedures.
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1. Introduction

The econometrics and statistics literature holds an important volume of works related to

the problem of structural change. For linear regression models, there exist the works of
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Quandt (1958) and Chow (1960) who consider tests for structural change for a known

single break date. The researches headed for the modelling where this break date is treated

as an unknown variable. Indeed, Quandt (1960) extends the Chow test and proposes taking

the largest Chow statistic over all possible break dates. In the same context, the most

important contributions are those of Andrews (1993) and Andrews and Ploberger (1994)

who consider a comprehensive analysis of the problem of testing for structural change.

Sen and Srivastava (1975a,b), Hawkins (1977), Worsley (1979, 1986), Srivastava and

Worsley (1986) and James et al. (1987) consider tests for mean shifts of normal sequence

of variables. The multiple structural changes case receives an increasing attention. Indeed,

Yao (1988), Yin (1988) and Yao and Au (1989) study the estimation of the number of

mean shifts of variables sequence using the Bayesian information criterion. Liu et al.

(1997) consider multiple changes in a linear model estimated by least squares and estimate

the number of changes using a modified Schwarz’ criterion. Recently, Bai and Perron

(1998) consider the estimation of multiple structural shifts in a linear model estimated by

least squares. They propose some tests for structural change for the case with no trending

regressors and a selection procedure based on a sequence of tests to estimate consistently

the number of break points. Bai and Perron (2004) assess via simulations the adequacy of

these methods. Indeed, they study the size and power of tests for structural change, the

coverage rates of the confidence intervals for the break dates and the relative merits and

drawbacks of model selection procedures.

Some international events such as institutional changes, Oil-Price Shocks, change in the

Federal Reserve’s operating procedures in 1979, etc., may be the source of structural

breaks in the series. Perron (1989) carries out standard tests of the unit-root hypothesis

against trend-stationary alternatives with a break in the trend occurring at the Great Crash

of 1929 or at the Oil-Price Shock of 1973 using the Nelson–Plosser macroeconomic data

series as well as a postwar quarterly real gross national product series. His tests reject the

null hypothesis of unit root for most of the series if the true data-generating process is that

of stationary fluctuations around a trend function that contains one structural break. In the

same context, Zivot and Andrews (1992) consider a variation of Perron’s tests in which the

break date is estimated rather than fixed.

The literature addressing the issue of structural change in stationary time series is

relatively important, for example, a process that changes from one stationary process to

another. On the other hand, the works focussing on the changes in nonstationary time

series are relatively sparse. Recently, there have been works in this context as those of

Hansen (1992a). Mankiw and Miron (1986) and Mankiw et al. (1987) find an interesting

case of structural change. Indeed, the short-term interest rate has changed from a stationary

process to a near random walk since the Federal Reserve System (FRS) was founded at the

end of 1914. However, the asymptotic theory on this kind of structural change started to be

explored by Chong (2001) who develops a comprehensive asymptotic theory for an

autoregressive process of order one with a single structural change of unknown date. More

precisely, he examines the case where an AR(1) process changes from a stationary one to a

nonstationary one (or the other way around). In each case, he establishes the consistency of

the estimators and derives their limiting distributions. He buckles the study by performing

some simulation experiments to see how well his asymptotic results match the small-

sample properties of the estimators.
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In this paper, we attempt to explore the empirical evidence of the instability based on

some recent developments in the analysis of structural change models and by pursuing a

methodology composed of four steps. The first consists in testing for structural change; in

the second step, we estimate the number of breaks; in the third step, we estimate and

construct confidence intervals for the break dates and the last one consists in estimating the

regression parameters of each regime. We present the various techniques used in each step,

and we propose a modelling strategy to illustrate the applicability of these techniques

using U.S. time series. We also attempt to find economic explanations showing why in the

chosen dates there are changes in the series.

The remainder of the paper is organized as follows. Section 2 presents the structural

change model and the estimation method. Section 3 addresses the issue of testing for

structural changes. Section 4 presents some model selection procedures. Section 5

considers the problem of estimating the break dates and forming confidence intervals. A

few empirical applications and comments are reported in Section 6. The results show that

some procedures perform reasonably well since they lead to an adequate number of breaks

with locations coinciding with important international economic events such as the two

Oil-Price Shocks and the change in the Federal Reserve’s operating procedures in 1979.

Another feature of substantial importance is that the high correlation in the series affects

the results of some procedures. Section 7 contains some concluding comments.
2. Structural change model and estimators

Consider the following structural change model with m+1 regimes:

yt ¼ xtV� þ ztV�1 þ ut; t ¼ 1; 2; N ; T1
yt ¼ xtV� þ ztV�2 þ ut; t ¼ T1 þ 1; N ; T2;

v v
yt ¼ xtV� þ ztV�mþ1 þ ut; t ¼ Tm þ 1; N ; T ;

ð1Þ

where yt is the observed dependent variable, xtaR
p and ztaR

q are the vectors of

regressors, b and dj (1VjVm+1) are the corresponding vectors of coefficients with dipdi+1
(1ViVm) and ut is the error term. m is the number of structural breaks. The break dates

(T1,. . .,Tm) are explicitly treated as unknown and for i=1,. . .,m, we have ki=Ti/T with

0bk1b: : :bkmb1. Note that this is a partial structural change model in the sense that b is

not subject to shift and is effectively estimated using the entire sample.2 The purpose is to

estimate the unknown regression coefficients and the break dates (b, d1,. . ., dm+1, T1,. . .,

Tm) when T observations on ( yt, xt, zt) are available. The above multiple linear regression

model may be expressed in matrix form as

Y ¼ X� þ Z̄� þ U;

where Y=(y1,. . .,yT)V, X=(x1,. . .,xT)V, Z̄ is the matrix which diagonally partitions Z at the

m-partition (T1,. . .,Tm), i.e. Z̄=diag(Z1,. . .,Zm+1) with Zi=(zTi�1
+1,. . .,zTi

)V, D=(d1V,
2 When p=0, we obtain a pure structural change model where all the coefficients are subject to change.
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d2V,. . .,dm+1V )V, and U=(u1,. . .,uT)V. Bai and Perron (1998) impose some restrictions on the

possible values of the break dates. Indeed, they define the following set for some arbitrary

small positive number e: Ke={(k1,. . .,km); jki+1�kijze, k1ze, kmV1�e} to restrict each

break date to be asymptotically distinct and bounded from the boundaries of the sample.

The estimation method considered is that based on the least-squares principle proposed

by Bai and Perron (1998) . This method is described as follows. For each m-partition

(T1,. . .,Tm), denoted {Tj}, the associated least-squares estimates of b and dj are obtained
by minimizing the sum of squared residuals

Pmþ1
i¼1

PTi
t¼Ti�1þ1 yt � xtVð b � ztVdiÞ2 where

T0=0 and Tm+1=T. Let b̂({Tj}) and d̂({Tj}) denote the resulting estimates. Substituting

them in the objective function and denoting the resulting sum of squared residuals as

ST(T1,. . .,Tm), the estimated break points (T̂1,. . .,T̂m) are such that

ðT̂T 1; N ; T̂T mÞ ¼ arg min
T1;N ;Tmð Þ

ST T1; N ; TmÞ;ð ð2Þ

where the minimization is taken over all partitions (T1,. . .,Tm) such that Ti�Ti�1zh. Note

that h is the minimal number of observations in each segment (hzq, not depending on T).3

Thus, the break-point estimators are global minimizers of the objective function. Finally,

the estimated regression parameters are the associated least-squares estimates at the

estimated m-partition {T̂j}, i.e. b̂=b̂({T̂j}) and d̂=d̂({T̂j}). For our empirical applications,

we use the efficient algorithm of Bai and Perron (2003a) based on the principle of dynamic

programming which allows global minimizers to be obtained using a number of sums of

squared residuals that is of order O(T2) for any mz2.
3. Testing for structural change

Several tests for structural change have been proposed in the econometrics literature.

These tests can be classified in two groups: (a) tests for a single structural change and (b)

tests for multiple structural breaks.

3.1. The case of a single structural change

Chow (1960) considers a test for single structural change in which he imposes that

the structural break must be known a priori and he uses a classic F statistic. The fact

to consider a known break date a priori for this test implies that the investigator has

only two choices: (a) to pick an arbitrary break date;4 or (b) to pick a break date based

on some known feature of the data series.5 Consequently, the results can highly be

sensitive to these arbitrary choices, and hence, the researchers can easily reach quite

distinct conclusions. However, when the break date is unknown a priori, the problem
3 From Bai and Perron (2003a), h should be set at [eT] if tests for structural change are used. But if the tests are
not required, the estimation can be done with an arbitrary h greater than q.
4 For this case, the Chow test may be uninformative, as the true break date can be missed.
5 Here, the Chow test can be misleading, as the candidate break point is endogenous (it is correlated with the

data) and the test is likely to falsely indicate a break when none in fact exists.
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becomes complicated in the sense that this break date is a nuisance parameter that is

present only under the alternative hypothesis of structural break. The standard

asymptotic optimality properties of the Chow test do not then hold. Quandt (1960)

resolves the problem by computing a sequence of Chow tests for each possible break

date and estimates the break point as the date that maximizes the Chow test.6 In the

same context, Andrews (1993) proposes taking the largest Wald, Lagrange multiplier

and likelihood ratio-like statistics over some possible break dates. His findings apply to

a wide class of parametric models that are suitable for estimation by generalized method

of moments (GMM) procedures. The break date may completely be unknown or it may

be known to lie in a restricted interval. He suggests using the restricted interval [0.15T,

0.85T] when no knowledge of the change point is available. He shows that the

asymptotic distributions of these test statistics are nonstandard since, as we said above,

the break-point parameter only appears under the alternative hypothesis. Andrews and

Ploberger (1994) use a function that differs from the bsupQ function and take exponential

averages of the Wald, Lagrange multiplier and likelihood ratio-like tests sequences and

show that improved power can be obtained. Andrews (1993) and Andrews and

Ploberger (1994) tabulate critical values based on the derived nonstandard asymptotic

distributions, and Hansen (1997) provides a method to calculate p-values. Hansen

(2000) shows that these critical values are not robust to structural change in the marginal

distribution of the regressors since the nonstandard asymptotic distributions of the test

statistics are not the same; he then shows how to simulate robust critical values on a

case-by-case basis.

The date which yields the largest value of the Wald test sequence is a good break date

estimate if the estimated regression is linear and the Wald test is constructed with the

homoskedastic form of the covariance matrix for the residuals7

supWT ¼ sup
T1a pT ; 1�pð ÞT½ �

WT T1Þ;ð ð3Þ

where pa(0, 0.5),

WT ðT1Þ ¼
S¯T � ST ðT1Þ

ST ðT1Þ= T � p� qð Þ ;

S̄T is the sum of squared residuals under the null hypothesis and ST(T1) is the sum of

squared residuals under the alternative hypothesis, which depends on the break point T1.

However, an asymptotically equivalent version using the break date estimate T̂1

determined from the minimization of the sum of squared residuals can be obtained. The

test is then

supWT ¼ WT T̂T 1

�
;

�

6 The test of Quandt (1960) is the likelihood ratio test under the hypothesis of normality.
7 Bai (1997a) uses the Wald test in a sequential way to determine the number of breaks for the U.S. discount

rate and the U.S. interest rate.
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where the shift point estimate T̂1 is also obtained from the maximization of the WT(T1)

statistic.

When computing the Wald statistic using a heteroskedasticity-consistent covariance

matrix, we obtain a different estimated break date; Table 1 reports estimates from

this test and Table 2 reports those of the least-squares principle in cases where only

a single break is allowed. The results demonstrate how these techniques can give

different estimates of the break date for various time series. The difference is also

revealed when using multiple break tests and estimation procedure instead of single

break procedure. In this context, Bai (1997a), and Bai and Perron (2004) show that

when multiple breaks are present, the power of tests for a single shift can be quite

low in finite samples so that they might not lead us to reject the null hypothesis of

no structural break when the true model has more than one break. Bai and Perron

(1998) demonstrate how the least-squares estimator will converge to a global

minimum coinciding with the dominating break in the presence of multiple structural

changes.

The Wald test is significant for the break dates where the Wald test sequence lies above

any critical value and vice versa. Hansen (2001) illustrates the usefulness of the Wald test

computed using a heteroskedasticity-consistent covariance matrix through an assessment

of the monthly U.S. labor productivity in the manufacturing/durables sector time series

available from February 1947 to April 2001. He finds that the Wald test provides a break

located in 1991:5.

3.2. The case of multiple structural breaks

A series of data can contain more than one structural break. To that effect, Bai and

Perron (1998) recently provide a comprehensive analysis of several issues in the context of

multiple structural change models and develop some tests which preclude the presence of

trending regressors.
Table 1

Estimate results for the case of a single structural change

Chow testa Wald testb

Break date Test statistic Test statistic Break date

Federal funds rate 1980:10 0.618 21.680 2000:7

1981:6 5.654

Federal discount rate 1977:11 1.010 20.853 1980:3

1978:11 4.159

Exchange rate euro/U.S. dollar 1993:8 0.555 25.760 1999:10

1985:4 6.713

Exchange rate yen/U.S. dollar 1980:12 0.478 17.826 1985:6

1985:10 7.306

Output 1919 0.104 14.377 1975

1932 3.301

a For the first date, the Chow test shows no evidence of a structural change, while for the second date, the test

rejects the null hypothesis of no structural change at the 5% significance level.
b The Wald test is computed using a heteroskedasticity-consistent covariance matrix for the residuals.



Table 2

Estimate results for the case of a single structural change

Wald testa Least squaresb

Test statistic Break date Break date 95% CI

Federal funds rate 13.818 1980:4 1980:4 (71:6–87:2)

Federal discount rate 38.782 1981:10 1981:10 (79:3–85:10)

Exchange rate euro/U.S. dollar 16.087 1985:3 1985:3 (81:12–87:4)

Exchange rate yen/U.S. dollar 26.196 1985:9 1985:9 (84:11–86:3)

Output 8.065 – 1933 (1921–1939)

a The Wald test is computed using the homoskedastic form of the covariance matrix for the residuals.
b In parentheses are the 95% confidence intervals for the estimated break date obtained using the least-squares

principle.
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3.2.1. A test of structural stability against a fixed number of breaks

Bai and Perron (1998) consider the sup F type test of no structural change (m=0)

against the alternative hypothesis that there is a fixed number of breaks (m=k):

FT ðk1; N ; kk ; qÞ¼
1

T

�
T � k þ 1ð Þq� p

kq

� �̂�VRV R

�
Z¯ VMXZ

¯

��1

RV

 !�1

R�̂�

SSRk

;

ð4Þ

where R is the conventional matrix such that (RD)V=(d1V�d2V,. . .,dkV�dk+1V ),

MX=I�X(XVX)�1XV and SSRk is the sum of squared residuals under the alternative

hypothesis, which depends on the break dates (T1,. . .,Tk). The sup F type test statistic

is defined as sup FT(k;q)=sup(k1
,. . .,kk)aKe

FT(k1,. . .,kk;q). However, we can obtain an

asymptotically equivalent version using the break date estimates obtained from the global

minimization of the sum of squared residuals. The test is then defined as

supFT k; qð Þ ¼ FT k̂k1; N ; k̂kk ; q
�
;

	
where the break fraction estimates (k̂1,. . .,k̂k) are also obtained from the maximization of the

following F statistic since the break date estimators are consistent even in the presence of

serial correlation:

FT k1; N ; kk ; qð Þ ¼ 1

T

T � k þ 1ð Þq� p

kq

�
�̂�VRV RV̂V �̂�

� �
RV

� ��1
R�̂�;

�

where V̂ (ŷ)=(Z̄VMXZ̄/T)
�1 is the covariance matrix of D̂ assuming spherical errors. This test

is a generalization of the sup F test considered by Andrews (1993) and others for the case

k=1. Different versions of these tests can be obtained depending on the assumptions made

with respect to the distribution of the regressors and the errors across segments (e.g., Bai

and Perron, 2003a, 2004).
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3.2.2. A test of structural stability against an unknown number of breaks

They also consider tests of no structural change against an unknown number of breaks

given some upper bound M for m. The following new class of tests is called double

maximum tests and is defined for some fixed weights {a1,. . .,aM} as

DmaxFT ðM ; q; a1; N ; aM Þ ¼ max
1VmVM

am sup
ðk1; N kmÞaKe

FT k1; N ; km; qÞ:ð ð5Þ

We can use the asymptotically equivalent version:

DmaxFT ðM ; q; a1 ; N ; aM Þ ¼ max
1VmVM

amFT ðk̂k1 ; N k̂km; qÞ:

The weights {a1,. . .,aM} reflect the imposition of some priors on the likelihood of various

numbers of structural breaks. In a first time, Bai and Perron (1998) set all weights equal to

unity (am=1) and label this version of the test as UD max FT (M, q). They also consider a

set of weights such that the marginal p-values are equal across values of m. The weights are

then defined as a1=1 and for mN1 as am=c( q, a, 1)/c( q, a, m), where a is the

significance level of the test and c( q,a,m) is the asymptotic critical value of the

test sup(k1
,. . .,km)aKe

FT(k1,. . .,km; q). This version of the test is denoted as WD

max FT( M, q).

Note that the significance of the sup FT(k; q), the UD max FT(M, q) and the WD max

FT(M, q) tests does not provide enough information about the exact number of breaks, but

only indicates that one break is at least present.

3.2.3. A test of l against (l+1) breaks

The last test developed by Bai and Perron (1998) is a sequential test of l versus (l+1)

structural breaks:

sup FT l þ 1jlð Þ¼ fST ðT̂T 1; N ; T̂T l Þ �min
1ViVlþ1

� inf
saKi;e

ST T̂T 1; N ; T̂T i�1; s; T̂T i; N ; T̂T l

�� 

=r̂2 ;

ð6Þ

where Ki,e={s; T̂i�1+(T̂i�T̂i�1)eVsVT̂i�(T̂i�T̂i�1)e}, ST (T̂1,. . .,T̂i�1,s, T̂i,. . .,T̂l) is the

sum of squared residuals resulting from the least-squares estimation from each m-partition

(T1,. . .,Tm) and r̂2 is a consistent estimator of r2 under the null hypothesis. To compute the

test statistic, the method consists in applying (l+1) tests of the null hypothesis of stability

against the alternative hypothesis of a single break. The test is applied to each segment

[T̂i�1+1, T̂i] for i=1,. . .,l+1, and with T̂0= 0 and T̂l+1=T.
8 We reject the null hypothesis and

we conclude in favor of a model with (l+1) structural breaks if the sum of squared

residuals obtained from the estimated model with l changes is sufficiently larger than the

overall minimal value of the sum of squared residuals (over all segments where an

additional change is included), and the break point thus selected is the one associated with
8 Given the estimates T̂i, we require that the break fractions k̂i=T̂i/T converge to their true values at rate T.

Hence, the estimates T̂i need not be obtained by a global minimization of the sum of squared residuals; we can

also use the sequential one-at-a-time estimates which imply break fractions that converge at rate T (e.g., Bai,

1997b).
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this overall minimum.9 This test is used in a sequential way to estimate consistently the

number of changes in a set of data (see Section 4.1).

The asymptotic distributions of all these tests are derived in Bai and Perron (1998) and

asymptotic critical values are tabulated in Bai and Perron (1998, 2003b) for e=0.05, 0.10,
0.15, 0.20 and 0.25. The maximum permitted number of changes M is 9 for e=0.05, 8 for

e=0.10, 5 for e=0.15, 3 for e=0.20 and 2 for e=0.25. Bai and Perron (2003a) present a few

empirical applications to illustrate the usefulness of these tests. Indeed, they analyze the

U.S. ex-post real interest rate series considered by Garcia and Perron (1996) and reevaluate

some findings of Alogoskoufis and Smith (1991),10 who analyze structural changes in the

persistence of inflation and shifts in an expectations-augmented Phillips curve resulting

from such changes using postwar annual data from the United Kingdom and the United

States. They find that some tests are significant.

Bai (1999) considers a likelihood ratio test allowing for the presence of trending

regressors. The test statistic is based on the difference between the optimal sum of squared

residuals associated with l breaks and the optimal sum of squared residuals associated with

(l+1) breaks as the sup FT(l+1jl) test. The test statistic is denoted as

sup LRT l þ 1jlð Þ ¼
ST ðT̂T i; N ; Tˆ lÞ � ST ðTˆ 1; N ; Tˆ lþ1Þ

ST ðT̂T 1; N ; T̂T lþ1Þ=T
; ð7Þ

He shows that asymptotic critical values can be asymptotically obtained since the limiting

distribution of the test statistic has a known analytical density function. Note that when the

errors are i.i.d. normal random variables, the test is called a likelihood ratio test. On the

other hand, when the normality is not assumed, the test may be considered as a pseudo-

likelihood ratio test. As the last test of Bai and Perron (1998), this test is also used in a

sequential way to estimate the number of structural breaks.

Some tests are proposed in the context of co-integrated regression models by Hansen

(1992a) who derives the large-sample distributions of Lagrange multiplier tests for

parameter instability against several alternatives. He includes the SupF test of Quandt

(1960), as well as the Lagrange multiplier tests of Nyblom (1989) and Nabeya and Tanaka

(1988). He applies the tests to the U.S. aggregate consumption function, the present-value

model of U.S. stock prices and dividends11 and the term structure of U.S. interest rates. He

finds that some relationships are not stable and that the change in the Federal Reserve’s

operating procedures altered the relationship between some interest rates. He shows that

this regime shift only appears to have affected the relationship between the federal funds
9 In other words, we conclude in favor of a model with (l+1) changes if the overall maximal value of the sup

FT(1; q) (over all segments where an additional break is included) is sufficiently large and the break date thus

chosen is the one associated with this overall maximum.
10 Alogoskoufis and Smith (1991) analyze structural changes in the persistence of inflation and shifts in an

expectations-augmented Phillips curve resulting from such changes using postwar annual data from the United

Kingdom and the United States. They argue that the process which describes inflation exhibits a structural change

from 1967 to 1968 for the United Kingdom time series.
11 Campbell and Shiller (1987) argue that a standard rational-expectations model of asset markets implies that

real stock prices and dividends should be co-integrated. Campbell and Shiller (1988a,b) argue for a logarithmic

approximation that implicitly assumes that the logarithms of the price and dividend indexes are co-integrated. The

data used are annual and cover the period 1871–1986.
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rate and the treasury-bill rates but not the relationship between the treasury-bill rates of

different maturities.

Once we are sure that the series are characterized by the presence of structural changes

using the sup FT(k; q), the UD max FT(M, q) and the WD max FT(M, q) tests, we are in

the stage of determination of the number of breaks using some selection procedures.
4. Estimating the number of breaks

For the study and the analysis of structural change models, the estimation of the number

of structural breaks receives an important attention from the researchers. Several selection

procedures exist in the literature, including the sequential procedures based on a sequence

of tests and the information criteria.

4.1. The sequential procedures

Bai and Perron (1998) suggest a method based on a sequential application of the sup

FT(l+1jl) test.12 In a first time, we briefly recall the sequential method one-at-a-time when

the number of breaks is known, say n. Once the first break date is identified, the sample is

split into two subsamples separated by this first estimated break date. For each subsample,

we estimate a model with one break and the second break date is chosen as that break date

which allows the greatest reduction in the sum of squared residuals. The sample is then

partitioned in three subsamples and a third break date is chosen as the estimate from three

estimated one-break models that allows the greatest reduction in the sum of squared

residuals. This process is continued until the n break dates are selected. Note that the

obtained estimates are not guaranteed to be identical to those obtained by global

minimization of the sum of squared residuals.

The sequential procedure to estimate the number of changes is now the following:

! We start by estimating a model with a small number of structural breaks,13 using

the global minimization of the sum of squared residuals or the sequential method one-

at-a-time since both imply break fractions that converge at rate T (e.g., Bai, 1997b).

! We then perform parameter constancy tests for each subsample (those obtained by

cutting off at the estimated break points), adding a break to a subsample associated with

a rejection with the test sup FT(l+1jl).
! This process is repeated by increasing l sequentially until the test sup FT(l+1jl) fails to
reject the no additional structural change hypothesis.

The final number of break points is thus equal to the number of rejections obtained with

the parameter constancy tests plus the number of changes used in the initial step.

Moreover, this method allows us to obtain the break-point estimators.
13 We can start by estimating a model with no break.

12 For the application of this sequential method, the readers are referred to Bai and Perron (2003a, 2004).
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Bai and Perron (2004, 2003a) show that we can improve the performance of the

sequential procedure in the context of estimating the number of breaks. Indeed, a preferred

strategy is to first look at the UD max or WD max tests to see if at least a structural break

exists. We can then decide the number of breaks based upon an examination of the sup

FT(l+1jl) statistics constructed using the break date estimates obtained from a global

minimization of the sum of squared residuals [i.e. we select m breaks such that the tests sup

FT(l+1jl) are nonsignificant for any lzm]. Bai and Perron (2004) use this strategy to

determine the number of breaks based on simulated data. Bai and Perron (2003a) conclude

that this method leads to the best results and is recommended for empirical applications.

They also illustrate its usefulness to determine the number of structural changes for the

postwar annual U.K. inflation rate series available from 1947 to 1987. They find that the

sequential procedure selects zero break but the significance of the sup FT(2), the UD max,

the WD max and the sup FT(2j1) tests suggests a model with two breaks estimated at 1967

and 1975. The first break date is linked to the end of the Bretton Woods system. Another

sequential procedure based on the application of the sup LRT(l+1jl) test is considered by

Bai (1999) to estimate consistently the number of breaks in the data.14

4.2. The model selection criteria

The other procedures consist in estimating the number of structural breaks using the

information criteria. The basic idea is that one must penalize the addition of any break point

since the sum of squared residuals is monotonically decreasing inm. The penalty must force

the estimator of the number of break points to converge rapidly to the true value to assure

the asymptotic properties of all the estimations that depend on that estimator. For easily

identified models, a large penalty greatly reduces the probability of overestimation of the

number of breaks. However, if the model is difficult to identify (for example, if tdj+1�djt
is small), then a large penalty results in probable underestimation of the number of changes.

We recall that the Schwarz (1978) criterion is defined as

SIC mð Þ ¼ ln ST T̂T 1; N ; T̂T m

�
= T � mð Þ

� �
þ 2p4ln Tð Þ=T ;

�
ð8Þ

where p*=(m+1)q+m+p is the number of unknown parameters. Yao (1988) suggests the

use of the following Bayesian information criterion:

BIC mð Þ ¼ ln ST T̂T 1; N ; T̂T m

�
=T

� �
þ p4ln Tð Þ=T :

�
ð9Þ

He shows that the estimator of the number of breaks m̂ converges (at least for normal

sequence of random variables with shifts in mean) to m0, the true number of breaks,

provided m0VM. Yao and Au (1989) propose the criterion

YIC mð Þ ¼ ln ST T̂T 1; N ; T̂T m

�
=T

� �
þ mCT=T ;

�
ð10Þ

where {CT} is any sequence satisfying CTT
�2/vYl and CT/TY0 as TYl for some

positive integer v. The error term is with finite 2vth moment for any vz3. In our empirical
14 This procedure is not presented and is beyond the scope of the paper.
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applications, we use the sequence CT = 0.368T0.7 proposed by Liu et al. (1997) who

propose the following modified Schwarz’ criterion:

MIC mð Þ ¼ ln
�
ST
�
T̂T 1; N ; T̂T m

�
= T � p4ð Þ

�
þ p4c0 ln Tð Þ½ �2þd0=T : ð11Þ

They suggest using c0=0.299 and d0=0.1 based on the performance of the estimator of the

number of changes obtained by the criterion MIC for various simulation experiments

carried out with some models. The estimated number of break points m̂ is obtained by

minimizing the above-mentioned information criteria given an upper bound M for m.

Nunes et al. (1996) show that the criterion BIC tends to select the maximum possible

number of changes for an integrated process of order one without breaks when we estimate

a model with change in mean and change in trend. Perron (1997) studies via simulations

the behavior of the information criteria BIC and MIC in the context of estimating the

number of breaks in the trend function of a series in the presence of serial correlation.

These criteria perform reasonably well when the errors are uncorrelated but choose a

number of changes much higher than the true value when serial correlation is present.

When the errors are uncorrelated but a lagged dependent variable is present, the criterion

BIC performs badly when the coefficient on the lagged dependent variable is large (and

more so as it approaches unity). In such cases, the criterion MIC performs better under the

null hypothesis of no break but underestimates the number of structural breaks when some

are present. The results of Perron (1997) show that the conclusions of Nunes et al. (1996)

do not depend on the fact that the data-generating process is a random walk; even an

AR(1) process with a correlation degree smaller than 1 leads to an overestimation of the

number of breaks. In the same context, Boutahar and Jouini (2003a) prove that when the

data-generating process is a trend-stationary process or stationary autoregressive process

without any structural change, the above-mentioned criteria have a tendency to

overestimate the number of breaks when we run a regression with change in mean.

The distinct advantage of the sequential method of Bai and Perron (1998) is that, unlike

the information criteria, it can directly take into account the presence of serial correlation

in the errors and heterogeneous variances across segments. Bai and Perron (2003a, 2004)

favor the sequential method based on the sup FT(l+1jl) test which seems to perform better

than procedures based on information criteria.

After the determination of the number of breaks by the different procedures, we attempt

to estimate the locations of the breaks, their confidence intervals and the regression

parameters of the regimes.
5. Estimating the locations of breaks

Another important aspect in the study of structural change models is to know when the

structural break occurs. In linear regression models, the appropriate estimation method is

that based on the least-squares principle (see Section 2). Bai (1994,1997a) studies the case

of a single structural break. Indeed, he derives the asymptotic distribution of the break-

point estimator allowing the construction of confidence intervals which indicate the degree

of estimation accuracy. Chong (2001) develops a comprehensive asymptotic theory for an
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autoregressive process of order one [AR(1)] with an unknown single structural break.

More precisely, he examines the case where an AR(1) process changes from a stationary

one to a nonstationary one (or the other way around). In each case, he establishes the

consistency of the estimators and derives their limiting distributions.

Bai and Perron (1998) extend the analysis to multiple structural change models. They

establish the limiting distribution of the break date estimators for shifts with shrinking

magnitudes. We can then construct confidence intervals for the break date estimates under

various assumptions on the structure of the regressors and the errors in the different segments

(e.g., Bai and Perron, 2003a, 2004). In the same context, Bai et al. (1998) show that using

multiple time series improves the estimation precision. They attempt to date the alleged

slowdown of the early 1970s and show that there is no evidence of structural change when

examining the individual series with univariate models, but there is strong evidence in a joint

vector autoregression. They use the U.S. quarterly data for 1959 through 1995 on real output,

consumption and investment and find a structural change at the first quarter of 1969 and their

90% confidence interval is (1966:2–1971:4). The estimation of multiple break dates can be

done using a sequential estimation method (e.g., Bai, 1997b; Chong, 1995). The idea is that

the sum of squared residuals—as a function of break date—can have a local minima near

each break date when there are multiple structural changes in the process. The global

minimum can thus be used as a break-point estimator, while the other local minima can be

viewed as candidate break-point estimators. The sample is then partitioned at the estimated

break date, and the analysis continues on the subsamples. The advantage of this method lies

in its robustness to misspecification in the number of changes and its computational savings.

The number of least-squares regressions required to compute all the break dates is of order T,

the sample size. Each estimated break point is consistent for one of the true ones despite

underspecification of the number of structural changes. Bai (1997b) shows that important

improvements are obtained by a re-estimation of these sequential break points based on

refined samples; this procedure is as follows. If a sample or subsample contains more than

one break, then an obtained estimated change point should be re-estimated. For example,

suppose that there are two breaks T̂1 and T̂2 in a series. If T̂1 is identified in the first place, i.e.

from the whole sample, then T̂1 should be re-estimated using the subsample [1, T̂2]. On the

other hand, if T̂2 is identified in advance of T̂1, then T̂2 should be re-estimated using the

subsample [T̂1, T]. Note that each refined estimator has the same asymptotic distribution as if

the sample had a single break date. The refinement may be performed prior to the complete

estimation of all the structural breaks. Chong (1994) provides a comprehensive analysis of

underspecifying the number of break dates in structural change models. More precisely, he

allows for stochastic regressors and time trend in the model. Chong (1995) shows that the

break fraction estimator in a single structural change regression applied to data that contain

two mean shifts converges to one of the two true break fractions, namely, the one which

allows the greatest reduction in the sum of squared residuals.

We now discuss a repartition procedure that yields an estimator having the same

asymptotic distribution as the simultaneous estimators.15 Once initial T-consistent
15 The simultaneous estimators are those obtained using the global minimization of the sum of squared residuals

as we have showed in Section 2.
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estimators are obtained, the repartition technique re-estimates each of the break dates

based on the initial estimates. For example, suppose that we have two initial T-consistent

estimators T̂1 and T̂2. To estimate T1, we use the subsample [1, T̂2], and to estimate T2, the

subsample [T̂1, T] is used. The new estimators are also T-consistent for the true parameters

and have limiting distributions identical to what it would be for a single break-point model

or for a model with multiple breaks estimated by the simultaneous method described in

Section 2.

The estimates of unknown shift points are particularly sensitive to the sample period.

Indeed, the estimated break dates that we obtain might be different from those obtained by

other authors using the same data but not the same period. This is revealed by the fact that

the objective function of the estimation method depends on the break parameters.

Consequently, possible break dates that were ignored in the smaller sample can be taken

into account when the data cover a more larger sample. This can be viewed in Ben ARssa
and Jouini (2003) and Boutahar and Jouini (2003b) who show that using two monthly U.S.

inflation series which do not cover the same period and based on some information

criteria, there is an additional break date detected for the larger sample.
6. Empirical illustrations

Using the postwar monthly U.S. inflation rate (seasonally adjusted) covering the period

1956:1–2002:9, Ben ARssa and Jouini (2003) show that using some model selection

criteria, the evolution curve of inflation in the United States was flattened during the last

20 years since it is noted that this reduction in extent of inflation is stable and durable.

Unlike Ben ARssa and Jouini (2003), Jouini and Boutahar (2003) use the same series to

show that using the Bai and Perron (1998) sequential selection procedure, the U.S.

inflation process is unstable after 1982:6 as there is a break at the beginning of the 1990s.

In the same context, Ben ARssa et al. (2004) use a test similar to the one based on

Kolmogorov–Smirnov statistic applied to the evolutionary spectrum, and Bai and Perron

(1998) procedure based on the UD max FT(M, q), WD max FT(M, q) and sup FT(l+1jl)
tests to estimate the number of breaks and their locations in the monthly U.S. inflation

series covering the period 1957:1–2003:4. The obtained results of the two approaches are

similar and economically significant. They also find that inflation was perfectly stable and

durable during the 1990s. However, at the beginning of the 2000s, the U.S. economy was

marked by a light recession expressed by a decrease of productivity and an increase in

unemployment and inflation.

We now apply some of the procedures presented in this paper to U.S. time series,

namely, the interest rates—the federal funds rate and the federal discount rate—the

exchange rates euro/US dollar and yen/US dollar and the gross national product.16 We

illustrate the usefulness of some tests for the case of single and multiple structural changes,

selection procedures to estimate the number of breaks and methods to form confidence

intervals for the break dates. To that effect, we adopt an AR(1) process with drift to
16 See Appendix A for the definition and sources of the data.
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describe the time series, and our approach is directly oriented at the issue of testing for

structural changes in the level and the persistence of the series, i.e. xt=0 and zt=(1, yt�1)V.

6.1. The case of a single break

We are interested in testing the presence of structural changes using the Chow and the

Wald tests and estimating the break date using the least-squares principle.

! For the Chow test, we compute the test statistic for two different breaks arbitrarily

picked to show that, at the 5% significance level, the results are highly sensitive to these

arbitrary choices and hence we can easily reach distinct conclusions. For the first date,

the Chow test shows no evidence of a structural change, while for the second date, the

test rejects the null hypothesis of no structural break.

! For the Wald test and the least-squares principle, we compute the test statistic and we

estimate the shift point over all candidate break dates contained in the restricted interval

[0.05T, 0.95T] since we cannot consider break dates too close to the boundaries of the

sample, as there are not enough observations to identify all the subsample parameters.

! For the Wald test, we compute two statistics constructed with the homoskedastic form

of the covariance matrix and using a heteroskedasticity-consistent estimator of this

matrix.

! The Andrews (1993) critical values are 16.44 (1%), 12.93 (5%) and 11.20 (10%).

From the results available in Tables 1 and 2, we observe that the estimated break date

obtained using the Wald test constructed with the homoskedastic form of the covariance

matrix and the one obtained by minimizing the sum of squared residuals are identical and

differ from the one obtained using the Wald test computed using a heteroskedasticity-

consistent covariance matrix. The Wald test constructed assuming the homoskedasticity

and the heteroskedasticity is significant since the sequences of Wald statistics cross the

Andrews 5% critical value several times, achieving maximal value at a break date (see

graphs in Appendix B).17 We are now confident that the time series have at least one

structural break. Except for the exchange rate yen/U.S. dollar, the break date for the other

series is imprecisely estimated since the 95% confidence interval covers a large period.

Using 10% trimming (the results are not reported, but available from the authors), the

Wald test constructed using a heteroskedasticity-consistent covariance matrix gives a shift

point estimator different from the one obtained using 5% trimming for the federal funds

rate (1989:5) and the exchange rate euro/U.S. dollar (1985:3). This confirms our noticing

that the results are particularly sensitive to the sample period used for the estimation of the

break date. On the other hand, the variation of the trimming does not affect the break date

estimate obtained by the least-squares principle for all the time series. This might be

explained by the fact that the shift point is strongly evident. As we will show in the next
17 For the output, the Wald test constructed using the homoskedastic form of the covariance matrix is not

significant since the maximal value of the sequence of Wald statistics lies below the Andrews 5% critical value

(see graph in Appendix B).
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section, this estimated break date is one of the estimated break points obtained using the

estimation procedure of the case of multiple breaks.

6.2. The case of multiple changes

We now test for structural changes using the procedures developed in Bai and Perron

(1998); more precisely, we estimate the number of structural breaks as well as their

locations.

! We impose the minimum structure on the data by allowing for different distributions of

both the regressors and the errors in the different segments. Indeed, the majority of the

graphs of the series (Appendix B) show different variability in different periods. Hence,

we investigate the stability of the process allowing for different variances for the

residuals across segments.18

! No serial correlation is permitted in the errors {ut} since we consider the case where a

lagged dependent variable is allowed as regressor [see Part (ii) of Assumption A4 in Bai

and Perron, 1998].

! When constructing confidence intervals for the break dates, we assume that the

distributions of the regressors are heterogeneous across subsamples.

! The maximum permitted number of breaks is set atM=5, and we use a trimming e=0.10
which means that the minimal number of observations in each segment is set at h=[eT],
with T the sample size.

! Throughout the remainder of this paper, sup FT(k), UD max and WD max denote,

respectively, the sup FT(k; q), UD max FT(M, q) and WD max FT(M, q) tests.

! At 5% significance level and for e=0.10, the critical values for the sup FT(k) tests for

k=1,. . .,5 are, respectively, 12.25, 10.58, 9.29, 8.37 and 7.62, for the double maximum

tests UD max and WD max they are, respectively, 12.59 and 13.66 and for the sup

FT(l+1jl) tests for l=1,. . .,4 they are, respectively, 13.83, 14.73, 15.46 and 16.13.

! The repartition procedure re-estimates each of the break dates based on the estimates

obtained using the sequential method (Section 4.1) since they are T-consistent

estimators.
6.2.1. The U.S. interest rates

The results of the different procedures are presented in Tables 3 and 4. The first issue to

consider is testing for structural changes. The sup FT(k) tests are all significant at the 5%

level for k=1,. . .,5 except for the federal funds rate where it is not the case for k=2 even at

the 10% significance level.19 The double maximum tests UD max and WD max which

allow us to test the null hypothesis of no structural break versus an unknown number of

changes given the upper bound of five breaks are significant at the 5% level. The

significance of these tests does not provide enough information about the exact number of

breaks but means that one break is at least present. We now turn to the sup FT(l+1jl) tests
18 Note that the existence of breaks in the variance could be exploited to increase the precision of the break date

estimates (e.g., Bai and Perron, 2003a).
19 For the sup FT(2) test, the critical value at the 10% significance level is 9.43.



Table 3

Estimate results for the federal funds rate (1957:1–2002:10)

e=0.10 M=5 T=550

Tests sup FT (1) sup FT (2) sup FT (3) sup FT (4) sup FT (5) UD max

15.805* 8.831** 10.222* 9.056* 9.796* 15.805*

WD max sup FT (2j1) sup FT (3j2) sup FT (4j3) sup FT (5j4)
15.805* 17.538* 17.538* 5.117 6.085

SIC BIC YIC MIC Seq Rep

Number of breaksa 0 0 0 0 2 2

Estimates with

three breaksb
T̂1 T̂2 T̂3

1975:10 (73:10–79:2) 1980:4 (77:11–80:9) 1984:10 (84:9–84:11)

d̂1,1 d̂2,1 d̂1,2 d̂2,2 d̂1,3 d̂2,3
0.087 (0.060) 0.984 (0.011) �0.333 (0.189) 1.071 (0.022) 1.309 (0.737) 0.881 (0.058)

d̂1,4 d̂2,4
0.013 (0.051) 0.990 (0.008)

a Seq and Rep mean, respectively, the sequential and the repartition procedures. We use a 5% significance level for these procedures.
b In parentheses, reported are the standard errors (robust to serial correlation) for the estimated regression coefficients and the 95% confidence intervals for the break

dates.

* Indicates that the tests are significant at the 5% level.

** Indicates that the sup FT(2) test is not significant even at the 10% level (the corresponding critical value is 9.43).
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which are nonsignificant for any lz3 at the 5% level. The sequential procedure using a 5%

level selects two breaks for the two series and the information criteria detect zero breaks

except for the federal discount rate where the criteria BIC and YIC choose one break

located in 1981:10. As we mentioned in Section 4.1, based on the results of the tests, a

preferred strategy to determine the number of changes is to first look at the UD max or

WD max tests to see if at least a break is present and the number of structural breaks can be

decided based upon a sequential examination of the sup FT(l+1jl) statistics constructed

using global minimizers for the break dates. Indeed, the significance of the UD max, the

WD max and the sup FT(3j2) tests and the nonsignificance of the sup FT(l+1jl) test for any
lz3 suggest a model with three breaks. Given the obtained break dates (see Tables 3 and

4), it is interesting to note that the estimated break dates are remarkably similar for the two

interest rates. Another feature of substantial importance is that the first two break dates

coincide with the second and third breaks detected in the U.S. inflation rate (1973:9 and

1982:6) by Jouini and Boutahar (2003). We would have to consider the possibility that

there is a relationship between nominal interest rates and inflation. Note that since the late

1980s, there has been a large increase in the application of co-integration techniques to

uncover this relationship. We can deduce that the instability of the series is due to the 1973

Oil-Price Shock, the revision of IMF’s Charter on January 1976, the change in the Federal

Reserve’s operating procedures in 1979, the second Oil-Price Shock and the Plaza Accord

on September 1985. The third break date for the federal funds rate and the second break

date for the federal discount rate have small 95% confidence intervals indicating that the

breaks are precisely estimated. The other break dates are, however, imprecisely estimated

since their 95% confidence intervals cover a large period. The differences in the estimated

coefficients on the lagged dependent variable over each segment are insignificant since

they point to slight variations over segments.

6.2.2. Exchange rate dynamics

The corresponding results are reported in Tables 5 and 6. The sup FT(k) (k=1,. . .,5), the
UD max and the WD max tests are all significant at the 5% significance level indicating

the presence of at least one structural change in the data. The sup FT(l+1jl) test is not

significant at the 5% level for any lz2 for the exchange rate euro/U.S. dollar and for any

lz1 for the exchange rate yen/U.S. dollar, indicating the presence of two and one break,

respectively. The sequential procedure using a 5% significance level selects two breaks for

the first rate and one for the second. On the other hand, the information criteria

underestimate the number of breaks since they choose zero break except for the criteria

BIC and YIC which select one break located in 1985:9 for the exchange rate yen/U.S.

dollar. Given the fact that the procedures based on information criteria are biased

downward, we favor the sequential procedure and the sup FT(l+1jl) test which perform

better in this case and we conclude in favor of a model with two changes estimated at

1985:3 and 1999:1 for the exchange rate euro/U.S. dollar and a model with one break

located in 1985:9 for the exchange rate yen/U.S. dollar.20 The break date 1985:3 has rather

large 95% confidence interval (between 1982:12 and 1986:3), while the break dates

1985:9 and 1999:1 are, however, precisely estimated since their 95% confidence intervals
20 These break date estimates are obtained under global minimization.



Table 4

Estimate results for the federal discount rate (1957:1–2002:10)

e=0.10 M=5 T=550

Tests sup FT (1) sup FT (2) sup FT (3) sup FT (4) sup FT (5) UD max

39.890* 12.795* 12.621* 14.337* 12.418* 39.890*

WD max sup FT (2j1) sup FT (3j2) sup FT (4j3) sup FT (5j4)
39.890* 15.911* 15.911* 6.650 4.212

SIC BIC YIC MIC Seq Rep

Number of breaks 0 1 1 0 2 2

Estimates with three breaks T̂1 T̂2 T̂3

1977:4 (72:1–77:7) 1981:10 (81:3–83:2) 1986:4 (85:10–88:2)

d̂1,1 d̂2,1 d̂1,2 d̂2,2 d̂1,3 d̂2,3
0.043 (0.032) 0.992 (0.006) 0.312 (0.210) 0.984 (0.020) 0.583 (0.186) 0.921 (0.020)

d̂1,4 d̂2,4
�0.045 (0.042) 1.003 (0.008)

* Indicates that the tests are significant at the 5% level.
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Table 5

Estimate results for the exchange rate euro/U.S. dollar (1980:1–2001:5)

e=0.10 M=5 T=257

Tests sup FT (1) sup FT (2) sup FT (3) sup FT (4) sup FT (5) UD max

17.161* 17.137* 14.533* 11.246* 10.368* 17.161*

WD max sup FT (2j1) sup FT (3j2) sup FT (4j3) sup FT (5j4)
19.842* 20.123* 10.981 4.280 6.972

SIC BIC YIC MIC Seq Rep

Number of breaks 0 0 0 0 2 2

Estimates with two breaks T̂1 T̂2

1985:3 (82:12–86:3) 1999:1 (98:3–99:11)

d̂1,1 d̂2,1 d̂1,2 d̂2,2 d̂1,3 d̂2,3
0.006 (0.015) 0.981 (0.015) 0.073 (0.018) 0.939 (0.016) 0.087 (0.050) 0.900 (0.051)

* Indicates that the tests are significant at the 5% level.

J.
Jo
u
in
i,
M
.
B
o
u
ta
h
a
r
/
E
co
n
o
m
ic

M
o
d
ellin

g
2
2
(2
0
0
5
)
3
9
1
–
4
2
2

4
1
0



Table 6

Estimate results for the exchange rate yen/U.S. dollar (1971:1–2003:4)

e=0.10 M=5 T=388

Tests sup FT (1) sup FT (2) sup FT (3) sup FT (4) sup FT (5) UD max

38.980* 24.801* 21.834* 17.931* 15.267* 38.980*

WD max sup FT (2j1) sup FT (3j2) sup FT (4j3) sup FT (5j4)
38.980* 13.480 13.480 13.480 15.137

SIC BIC YIC MIC Seq Rep

Number of breaks 0 1 1 0 1 1

Estimates with one break T̂1

1985:9 (84:11–86:2)

d̂1,1 d̂2,1 d̂1,2 d̂2,2
6.655 (3.121) 0.971 (0.011) 8.844 (1.463) 0.925 (0.011)

* Indicates that the tests are significant at the 5% level.
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cover only a few months before and after. The autoregressive coefficients have nearly unit

roots and slightly decrease over segments. The fact to find two break dates during the year

1985 for the two rates reinforces the existence of a break for the American dollar during

this period. Note that the date 1985:9 can be linked to the Plaza Accord on September

1985.

6.2.3. The U.S. output

We observe, from the graph of the Gross National Product (Appendix B), that the series

is with values increasing over the sample period and that it may be affected by structural

breaks occurring during the period 1929–1945. The corresponding results are given in

Table 7. The majority of tests are not significant even at the 10% level like the sup

FT(l+1jl) tests for all l. The information criterion YIC detects three breaks, while the

others and the sequential procedure choose zero change. As the other series, we determine

the number of breaks based on the results of the tests. Indeed, the significance of the WD

max test at the 10% level21 allows us to conclude that there is at least one break in the

series. We then choose a model with one break estimated at 1933 since the sup FT(l+1jl)
test is nonsignificant for any lz1. This reinforces our noticing mentioned above about the

break date. This date can be linked to the Great Depression period, 1930–1933. Note that

the 95% confidence interval is large indicating that the break is rather imprecisely

estimated. We remark that the estimated autoregressive coefficient does not almost vary

across segments.

6.2.4. Comments
! We first remark that the estimated autoregressive coefficient slightly varies across

segments for all the series explaining without doubt the inadequate results of the

information criteria, especially the SIC and MIC, which are biased downward since

they underestimate the number of structural changes when the model is difficult to

identify. To confirm this, we have carried out simulation experiments (not reported

here, but available upon request from the authors) in which the data are generated

according to an AR(1) process with two break dates. The results indicate that the

criteria BIC and YIC do not precisely estimate the number of breaks, and the ones

having heavy penalty (SIC and MIC) have a tendency to underestimate the number of

changes when the break size associated to the autoregressive coefficient is small and

whatever the magnitude of change for the level.

! The time series are highly correlated inside the segments since the coefficient on the

lagged dependent variable has a nearly unit root. This can be explained by the fact that

the series are characterized by the presence of high correlation in their structure. This is

checked by the Q(15) autocorrelation test of Ljung and Box (1978) since the p-values

are all equal to zero indicating that the null hypothesis of independence is rejected. Note

that the test also indicates that the series are all correlated inside the segments.

! A look at the graphs of the series suggests that the dominant feature is the presence of

trends, which reverse themselves for some series. The break models appear to be fitting
21 The observed value of the WD max statistic is 12.499 and the corresponding critical value is 11.71.



Table 7

Estimate results for the output (1869–1987)

e=0.10 M=5 T=119

Testsa sup FT (1) sup FT (2) sup FT (3) sup FT (4) sup FT (5) UD max

9.409 7.151 10.221* 8.274** 6.992 10.221

WD max sup FT (2j1) sup FT (3j2) sup FT (4j3) sup FT (5j4)
13.477 11.003 2.399 3.089 3.089

SIC BIC YIC MIC Seq Rep

Number of breaks 0 0 3 0 0 0

Estimates with one Break T̂1

1933 (1921–1938)

d̂1,1 d̂2,1 d̂1,2 d̂2,2
0.068 (0.036) 0.965 (0.021) 0.131 (0.076) 0.993 (0.016)

a The sup FT (l+1jl) tests are not significant even at the 10% level (the corresponding critical values for l=1,. . . ,4 are, respectively, 12.19, 13.20, 13.79 and 14.37). The

WD max test is significant at the 10% significance level since his observed value is 12.499 and the corresponding critical value is 11.71.

* Indicates that the tests are significant at the 5% level.

** Indicates that the sup FT (4) test is significant at the 10% level (the corresponding critical value is 7.68).
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a step function through these trends. Each step is large, and this is likely the reason for

the quite small 95% confidence intervals associated with the estimated break dates.

! The reported results show that the selection procedures based on the tests for multiple

structural breaks are more powerful than the model selection criteria in detecting

changes in the level and the persistence of the series. In the same context, Jouini and

Boutahar (2003) show that even for small jump size of the break date, the Bai and

Perron’s sequential procedure can detect breaks.

! We conclude that we can be confident that the adopted AR(1) process appears to be a

good description of the time series since it provides significant results for some

procedures, leads to an adequate and precise number of breaks selected by the

sequential procedure and the FT(l+1jl) test and allows to well capture the breaks since

their locations coincide with important international economic events.

! With the same conditions imposed on the distributions of the regressors and the errors

over segments, we have determined the estimate results when we run regressions with

change in mean, i.e. xt=0 and zt=1 (the results are available upon request from the

authors) which means that we account for potential serial correlation via nonparametric

correction. The results indicate that all the procedures do not lead to satisfactory choices

of the number of structural breaks and select the maximum possible number on the

overwhelming majority of cases. We would have to consider the possibility that this is

explained by the fact that the series are characterized by the presence of high correlation

in their structure. Hence, this highlights the practical importance of the simulation

results of Perron (1997) who shows that the criteria BIC and MIC have tendency to

overestimate the number of changes for an AR(1) process with high correlation degree

and when we estimate a model with change in mean. The results also indicate that, in

addition to the information criteria, the procedures based on the tests also select the

maximum permitted number of breaks. When the dynamics of the series are taken into

account in a parametric way (i.e. xt=yt�1 and zt=1), the empirical results are improved

since the selection procedures do not lead to the overestimation of the number of

structural breaks, but they globally remain inadequate since these procedures do

not precisely choose the number of breaks and often have a tendency to under-

estimate.22 Note that the estimates of the autoregressive coefficient approach unity

explaining the problem of selecting a high number of changes when the correlation is

not explicitly modelled in a parametric way.

7. Conclusion

In this paper, the question of the instability has been subjected to a meticulous

examination based on some recent developments in the analysis of structural change

models. Indeed, we have discussed test statistics, selection of the number of breaks and
22 This proves the simulation results of Perron (1997) who shows that when the autoregressive coefficient is

large, the criterion MIC performs better under the null hypothesis of no structural change but underestimates the

number of breaks when some are present.
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their locations. We have illustrated the usefulness of the procedures through a few

empirical applications to U.S. time series. The obtained results are significant since the

dates of the breaks coincide with important international economic events. Indeed, they

may be linked to major events in the International Monetary System, the two Oil-Price

Shocks and international economic problems. This paper is then justified by our aim to

find economic explanations showing why in the selected dates there are shifts in the series.

Another feature of substantial importance is that the presence of high correlation in the

data greatly affects the estimation precision of some procedures.
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Appendix A. Definition and sources of the data
(1) The two postwar monthly U.S. interest rates (the federal funds rate and the federal

discount rate) are available from January 1957 to October 2002 (yielding 550

observations) and obtained from the Federal Reserve Board of Governors.

(2) The monthly nominal exchange rates euro/U.S. dollar and yen/U.S. dollar cover,

respectively, the periods 1980:1–2001:5 (257 observations) and 1971:1–2003:4

(388 observations) and are obtained from the St. Louis Reserve Federal Bank

database.

(3) The annual U.S. Gross National Product (GNP) series covers the period 1869–1987

and the readers are referred to Hansen (1992b) for details on the definition and

source of the series.

Appendix B. Graphics of the Series, the Residual Variance and the Wald Test

Sequences as a Function of Break Date

(1) Top left: Graphics of the series.

(2) Top right: Graphics of the residual variance as a function of break date.

(3) Bottom left: Graphics of the Wald test sequence constructed using a heteroskedas-

ticity-consistent covariance matrix for the residuals as a function of break date.
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(4) Bottom right: Graphics of the Wald test sequence constructed using the

homoskedastic form of the covariance matrix for the residuals as a function of

break date.
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